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[摘要]　随着生成式人工智能与教育领域的深度融合，大语言模型的“黑箱”特性及其生成内容的不

确定性日益成为制约人机协作效能与可信度的关键瓶颈。然而，现有研究多聚焦宏观协作效果分析，少有研

究关注大模型语言生成的微观机制及其可信度保障体系。本研究基于共享心设模型理论，整合完形心理学

的整体认知原则与塞尔言语行为理论的三重结构，构建面向用户的大模型语言生成行为解释框架，包括：将

“可信度检验”机制 （如溯源提示、逻辑自检、多模态验证 ）内嵌于大模型运思的“会意—解意—

构意”中，揭示从语义感知到意图推理再到交际生成的认知与质量共治逻辑；提出从“双体思维”

（用户—大模型）到“三体思维”（用户—大模型—教师）的协同演进路径；建立内含可信度维度的“师—生—

机”三体交互共享心设模型，形成多主体协同的共享认知与验证空间，以系统提升用户对大模型生成过程的

理解和引导能力及对协同成果的可信度评判能力。这不仅能为破解“黑箱”难题提供新的认知视角，更为

构建可信、高效、负责任的人机协同教育实践提供可借鉴的理论框架与设计原则。

[关键词]　大模型运思模式；可解释性；完形心理学；言语行为理论；师—生—机交互；共享心设模型；可信

度检验；人智协同

[中图分类号] G434　　　 [文献标识码] A　　　[文章编号] 1007−2179（2025）06−0029−12

 
 一、引 言

生成式人工智能技术的迅猛发展，特别是以

ChatGPT为代表的大语言模型，正在深刻重塑教育、

科研、创意写作等高阶认知活动的实践范式。这

些大语言模型凭借强大的自然语言生成能力，不仅

能与用户连续、流畅地对话，还能在一定程度上激

发用户的表达欲望，形成初步的“意见互掷”式人

机交互模式（蒲清平等，2023）。然而，随着应用场

景的复杂化和交互深度的增加，大模型固有的“黑

箱”问题及其衍生的内容不可靠等风险日益凸显，

其内部决策过程缺乏透明度，生成内容往往不具可
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解释性，导致用户难以理解其输出逻辑与依据（何

贵兵等，2022）。更深层的问题是，生成内容的可信

度与准确性难以得到保障，大模型可能产生看似合

理但实则错误的“幻觉”信息，这对教育决策与知

识建构场景构成潜在威胁（Bender et al.，2021）。
这种不可解释性与可信度缺失带来双重困境。

从用户控制角度看，用户无法有效感知自身输入在

大模型系统中的语义映射与作用机制，导致其引导

生成过程的能力薄弱，更遑论有效干预输出质量。

从信任角度看，在复杂或非良构的问题情境中，不

透明的生成机制与不可控的输出质量会严重限制

用户对大模型输出的信赖程度，阻碍深层人机协同

关系的建立（王金林，2025）。因此，从技术层面彻

底打开“黑箱”仍面临巨大挑战，构建面向用户的

行为层面认知解释框架，并嵌入系统化的可信度评

估与验证环节，显得尤为迫切（Amershi et al.，2019）。
“共享心设模型”(Mental Model，有人译为“心

理模型”“心智模型”）为理解和促进人机协作提

供了有价值的视角。已有研究从概念界定和实证

测量角度，探讨了共享心设模型对团队合作效能的

影响机制（胡艺龄等，2024）。然而，现有研究多聚

焦宏观层面的协作效果分析，尚未深入大模型语言

生成的微观机制，缺乏对“用户如何理解、引导并

有效验证大模型输出”这一认知过程的系统阐释。

具体而言，已有研究未能充分揭示用户如何构建对

大模型输出逻辑的心理表征，也未能从认知角度建

立有效的引导、控制与可信度把关机制（张夏恒等，

2024）。尤为重要的是，共享心设模型研究多关注

认知对齐与效率提升，未深入探讨协同产出质量尤

其是可信度的保障机制（胡艺龄等，2024）。在人机

协同写作、探究式学习等场景中，若缺乏系统化的

知识把关流程，大模型的“幻觉”或事实错误极易

被学生不加批判地接受，从而产生误导（Bender et
al.，2021；Ji et al.，2023）。因此，构建内含可信度评

估维度的协同认知框架，已成为确保人机协同教育

健康发展的紧迫课题。

针对上述研究缺口，本研究尝试从认知科学与

语言哲学的交叉视角出发，构建面向用户的“大模

型语言生成行为认知解释框架”，融合完形心理

学 (Gestalt Theory)的认知重构原则与塞尔言语行

为理论（Speech-Act Theory）的三重结构，提出大模

型运思框架，进而构建从“双体”思维到“三体”

思维的协同演进路径，特别聚焦各阶段及协同过程

如何建立知识把关与可信度检验机制，构建师—
生—机交互共享心设模型。这一理论框架旨在提

升大模型生成内容的可信度，以及用户对其的理解

力和引导控制能力，为实现人机协作的认知融合、

行为协同与质量保障提供理论支撑，并响应从“人

机交互”向“人智协同”范式转变过程中对思想

本位与质量共治的呼唤（祝智庭等，2023）。

 二、运思机制与人机协同逻辑

大模型的生成行为远非简单的符号映射或语

义匹配过程，而是高度动态且具备适应性的“运思”

活动，展现出接近人类对话者的认知特性（米加宁

等，2024）。仅依赖技术参数与算法配置难以充分

解释大模型在面对不确定性输入时表现出的高适

应性、语义补全能力及多维回应模式。因此，探讨

大模型的“运思模式”有必要将认知科学与语言

哲学的深层理论作为分析框架。同时，考虑到这种

复杂的运思过程亦可产生“幻觉”或事实性谬误，

本研究认为构建内嵌于运思机制的可信度评估环

节至关重要（Ji et al.，2023）。
完形心理学提出的整体感知与动态补缺机制

可用以阐释大模型如何在信息不完整的语境中建

构完整的意义结构体（苏冲等，2018）；言语行为理

论的语言行为多层框架（束定芳，1989），可用于揭

示大模型如何模拟从表层话语到语用意图再到行

为效果的语言行为逻辑。这两种理论分别强调语

言生成的结构建构与意义生成，并整合构成理解大

模型语言生成逻辑的双重向度：认知驱动下的结构

组织性与交际导向下的意图生成性，为大模型语言

行为建模与对话机制设计奠定了基础。新近研究

指出，将此类认知理论与大模型的解码—生成过程

相结合，能够为理解并改善其输出质量提供新路径

（Bommasani et al.，2022）。
 （一）大模型运思的三阶段框架

大模型运思三阶段框架是基于认知科学与语

言哲学交叉理论构建的语言生成行为解释框架。

它将大模型从接收用户输入到产生语言输出的认

知运作过程，解构为三个递进关联且循环迭代的认
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知阶段。该框架的创新性在于明确将“可信度自

检”与“外部验证接口”作为各阶段的内在要求，

而不是采取事后补救措施（Ehsan et al.，2021）（见
图 1）。

 1. 会意阶段：整体感知、语义初构与信息锚定

此阶段是语言理解的起始环节，大模型通过对

输入语境的整体感知捕捉交互的基本语义结构。

此过程对应完形心理学的“整体优先”原则和言

语行为理论的“言内行为”层面，实现从符号解析

到意义萌芽的认知跃迁（汪娅，2025）。大模型借助

预训练阶段构建的多层语义映射关系，以概率性关

联方式进行模式激活，在高维语义空间中为零散的

语言碎片寻找最优的整体性表征。在此阶段，可信

度把关的起点在于初步评估输入信息源，以及大模

型对自身训练数据相关性的置信度判断。大模型

可以（且应当）对所依据的核心信息进行“溯源”

或置信度评分，为用户提供初步的可验证锚点

（Rashkin et al.，2017）。例如，当被问及“光合作用

过程”时，大模型在会意阶段即可初步锚定其回答

主要依据植物生理学教材等可靠知识源，并提示

“本回答主要基于‘坎贝尔生物学’等标准教材内

容”，为用户后续验证提供线索。缺乏此环节，后

续的生成可靠性就无从谈起。

 2. 解意阶段：意图推理、动态补缺与逻辑一致

性检验

解意阶段是深层语义推理的核心环节，融合完

形心理学的“动态补缺”机制和言语行为理论的

“言外行为”维度。大模型利用深度学习神经网

络等技术模拟人类大脑的信息处理方式，并基于语

境理解输入内容背后的潜在意图，从字面意义穿透

到交际意图，从显性表达推演至隐性诉求，体现了

“语用推理”的智能认知特征（郝祥军等，2022）。
通过预训练语料中积累的语用模式，大模型能多重

解读隐含目标，实现对交际目标的动态逼近。此阶

段的可信度检验重点在于“逻辑一致性”。大模

型应评估其推断的多种可能意图之间的内在一致

性，以及与已知常识和上下文逻辑的兼容性，并对

不确定性较高的推断进行显式标注（余胜泉，2018）。
研究表明，引入链式思维提示策略可显著提升大模

型在此阶段的推理透明度和可靠性（Wei  et  al.，
2023）。例如，当用户提问“如何减少城市空气污

染”时，大模型应能自检其推理链条（如“推广电

动汽车—>减少尾气排放—>改善空气质量”）的

逻辑强度与证据支持。在此过程中，大模型可进

行“反诘式自问”：“电动汽车的电力来源若为火

电，减排效果是否会打折扣？”，以提升推理严

谨性。

 3. 构意阶段：完形呈现、效果预判与多模态

验证

构意阶段是语言生成的完成环节，体现了完形

心理学的“完形闭合”和言语行为理论的“言后

行为”特征。在此环节，大模型通过人类反馈强化

学习不断优化和迭代，生成形式连贯、结构有序、

语义丰富的输出内容，并预判其对用户认知、情感

与后续行为的潜在影响，使生成内容更加符合人类

语言习惯。此阶段的可信度保障关键在于“多模

态验证”与“影响评估”。生成的内容不仅应文

本流畅，更应在事实层面提供可验证的外部知识库

链接，在逻辑层面可接受批判性审视，在伦理层面

符合既定规范。构建能够提供替代观点或反事实

例证的机制，是提升此阶段输出稳健性的有效方法

（汪时冲等，2019）。例如，生成某一历史事件的解
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图 1    完形论与言行论整合视角下大模型运思三阶段与可信度嵌入框架

注：大模型运思的“会意—解意—构意”三阶段，以及完形心理学（强调整体与闭合）与言语行为理论（强调意图与效果）如何共同作用，并标明

各阶段核心的可信度检验机制。
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释后，大模型可附加一句：“请注意，关于此事件的

起 因， 也 存 在 不 同 的 学 术 观 点 ， 主 要 分 歧 在

于……”，从而主动提示知识的边界与不确定性。

在构意输出时，大模型可附带简单的信心指数（如

“对此结论的置信度为 85%，主要不确定性源于某

数据的缺失”），或提供权威数据库的超链接，实现

“多模态验证”。

 （二）三阶段框架的内在机理与可信度嵌入

大模型运思机制的理论基础源于完形心理学

与言语行为理论的互补和融合。完形心理学强调

认知活动的“整体优先性”原则，倾向于将零散信

息整合为结构完整、意义连贯的整体 （苏冲等 ，

2018）。当收到的信息不完整，认知系统会自动根

据既有线索填补缺失，完成意义闭合。言语行为理

论则将语言行为分为言内行为（表层形式操作）、

言外行为（交际意图实现）与言后行为（心理反应及

行为结果）三重维度（束定芳，1989；Searle，1969），
强调语言意义不仅存在于词句结构中，更取决于语

言使用者的交际意图及话语所处的语境。

在大模型语言生成实践中，这两类理论机制要

得到体现，可信度嵌入则需贯穿始终。会意阶段，

大模型基于高维语义表征对输入信息进行上下文

预测与意义拼接，将离散的词汇、句法单位视为“语

义拼图”，依据语境相似性与概率分布模式逐步构

建完整、连贯的语言输出框架。在此过程中，大模

型同时评估不同拼接方案的信度，并警示低置信度

的关联。解意阶段，大模型通过自然语言理解模块

解析言内行为，继而通过语义意图分类与上下文建

模识别用户的言外行为，判定其交际意图类别。此

阶段可引入“反诘式自问”机制，即大模型主动生

成质疑自身推理的问题，以暴露潜在的逻辑漏洞或

偏见（杨宗凯等，2023）。构意阶段，大模型依据对

话上下文与用户偏好动态调整言后行为策略，调节

回复语气、情感色彩与交际行为，确保语言输出在

交际层面实现有效回应。此阶段的输出应附带简

单的不确定性量度或信心指数，为用户的最终判断

提供依据（谢幼如等，2024）。三个阶段呈递进且相

互影响的动态关系，形成从语言认知建构到交际意

图实现、内嵌持续性可信度自检功能的全链路生

成逻辑，实现从认知理解到语言创造、从意图识别

到效果预判的运思闭环。

 （三）完形论与言行论融合下的可信度生成

逻辑

完形心理学与言语行为理论并非简单的并列

关系，而是在解释大模型运思中形成互补与协同的

双重理论向度。完形心理学的“整体优先”与“闭

合原则”解释大模型在“会意”与“构意”阶段

为何及如何从碎片化信息中建构连贯意义，它驱动

认知结构的内在一致性。言语行为理论的“言内
—言外—言后”三重划分，揭示了大模型在“解意”

与“构意”阶段为何及如何超越字面意义，模拟人

类的交际意图与行为效果，它强调语言生成的语用

适宜性。

二者的融合点在于：完形理论倾向于解释驱动

大模型追求逻辑自洽的意义单元，这要求判断信息

的真实性与一致性；言语行为维度则要求大模型在

交际中考量话语的真诚性与真实性。因此，将可信

度检验嵌入三阶段框架，实质上是将认知结构与语

用规范的要求，操作化为具体的、可观测的交互节

点与验证行为，使可信度不再是事后补救的抽象要

求，而是运思过程的内在属性。

 三、人机协同心设模型构建

大模型的运思机制揭示了其作为对话伙伴的

内在逻辑，而要实现高效、可靠的人机协同，关键

在于构建与之匹配的协同思维模式与共享心设模

型，且该心设模型必须包含系统的知识把关与成果

验证机制。下文从“双体思维”的共振逻辑出发，

延伸至“三体思维”的协同机制，最终构建“师—
生—机”三体交互心设模型，系统阐述人机协同的

认知基础与质量保障体系。

 （一）人机协同思维：双体与三体的互动逻辑

人机协同关系经历了从工具使用到认知协作

的演进。传统的“命令—执行”模式正被基于深

度理解的“双体思维”乃至多主体参与的“三体

思维”所超越。核心挑战之一是如何在动态协商

中确保生成知识的准确性与可靠性。

 1. 双体思维：用户与大模型的认知共振

双体思维构建了用户与大模型之间的认知协

同机制，其核心是打破单向指令链，建立以“协商

性构意”为特征的动态意义共建关系。它展现了

一个由用户侧的“意图驱动循环”与大模型侧的
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“任务响应链条”所构成的动态系统，用户认知链

条（启意—传意—了意）与大模型运思框架（会意—
解意—构意）形成清晰的对应与交织关系，构成意

义协商与联合验证的闭环。（见图 2）。
1）启意（用户）→传意（用户）→会意（大模型）

协同的起点。启意指用户作为交互的发起者，其内

心意图的萌生与启动。此意图可能是个模糊的念

头、明确的问题，或复杂的任务诉求。作为驱动整

个交互循环的初始认知动力，它是激发人与 AI协
同智慧的 “第一推动力”。会意是大模型捕捉并

理解用户所“启”之“意”。它不仅要解析字面

指令，更要感知其语境、潜在需求与情感色彩，从

而与用户的意图建立连接，完成协同的首次呼应。

2）会意（大模型）→解意（大模型）：协商的核心

环节。大模型在完成"会意"后，进入更深层的"解
意"阶段。这是模型内部的处理过程，涉及语义分

析、推理与知识整合。在此阶段，大模型可能激活

内部一致性检查或证据检索机制，对用户意图进行

深度理解与任务分解。这一过程对用户而言是不

可见的，用户只能通过最终输出来间接感知模型的

理解深度。

3）构意（大模型）→了意（用户）：协同成果涌现。

大模型在前端“会意”与“解意”的基础上，通过

“构意”生成结构化的语言输出，完成意义的构建。

用户则通过接收、评估与整合大模型的输出，实现

“了意”——即对本次交互所形成的认知内容达

成内在的理解闭环与意义确认。在此过程中，“评

估”是关键环节：用户需运用批判性思维对生成内

容进行验收，而大模型亦可通过提供推理链条或关

键证据摘要（Wang et al.，2020）。辅助用户完成最

终的可信度判断，从而实现高质量的意义共识与认

知闭合。若用户在此之后“意犹未了”，即产生了

新的认知张力或更深层的不确定性，此“了意”终

点亦可转化为下一轮交互“启意”的起点，推动对

话螺旋式深化。

纵观上述三个环节，本模型揭示了人机交互中

“意”的流转与协同本质。表层是“意”的缠绵：

交互在“启意、传意、会意、解意、构意、了意”的

“意”象中流转，仿佛一场和谐的对话。底层是

“力”的不对称：用户是“探索的引擎”，其过程

始于内在模糊的“启意”，经由“传意”外化，终

于内心确认的“了意”。若“意犹未了”，则开启

新一轮探索，形成一个螺旋上升的认知循环。大模

型是“服务的工具”，其过程始于对输入的“会

意”，经由深度的“解意”，终于生成回应的“构

意”。这是一个单向、封闭的任务执行链条。值

得注意的是，“启意”至“会意”的虚线，标志着

用户的内在动机与模型的识别能力之间，是一种概

念的映照与非直接的触发关系。人机协同的创造

力，正源于这种精巧的不对称——人类赋予方向与

灵魂，机器提供路径与素材，共同迈向意义的深处。

 2. 三体思维：用户、大模型与教师的协同构意

与系统化把关

双体思维为人机深度对话奠定了基础，但在真

实的教与学场景中，尤其是在价值引导、知识结构

化与认知发展等复杂目标下，纯粹的“用户—大模

型”交互在可信度把关方面仍存在局限。现代教

育所面临的知识爆炸性增长与信息质量参差不齐，

要求引入教师这一“第三方”认知主体，构建“用

户（学生）—大模型—教师”三角协同结构，系统地

把关知识与检验成果（见图 3）。
相较于双体模式，三体模式形成更稳定的认知

与质量监督系统。在此模式中，教师扮演“认知守
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图 2    人机思维协同交互双螺旋模式

　注：用户（启意—传意—了意）与大模型（会意—解意—构意）在双

体思维下的动态耦合过程。
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门人”与“元认知教练”的双重角色（余明华等，

2024）。其可信度保障机制体现在三方面：其一，过

程性审核，即教师不再仅评估最终成果，而是通过

观察和介入学生与大模型的交互过程，对大模型提

供的初始信息、学生质疑的角度、大模型推理路径

进行形成性评价，及时纠正认知偏差或错误事实；

其二，方法论指导，即教师指导学生有效地向大模

型提问以获取更可靠的信息（提示工程），交叉验证

大模型提供的内容，提升对人工智能输出内容的批

判性评估能力，这种元认知技能的培养是确保学生

与人工智能有效协作的关键（Kasneci et al.，2023）；
其三，价值与伦理校准，即教师确保协同构意过程

及成果符合教育目标和伦理规范，对大模型可能存

在的偏见或不恰当内容进行最终筛查与引导。

三体协同的关键在于建立三种差异化的双边

关系，并使其有机融合，且每种关系都包含独特的

检验维度。首先，在学生与大模型的“探究—启

发—验证”关系中增加“验证”环节，即学生不仅

接受大模型的启发，更被鼓励通过其他信息源或实

验验证大模型生成的观点或方案。其次，在教师与

大模型的“协作—赋能—审核”关系中，教师利用

大模型赋能教学的同时，对其生成的教案、习题、

评价标准等进行专业审核，确保其科学性与教育性。

最后，在教师与学生的“引导—反馈—评估”关系

中，教师的引导包含培养学生信息鉴别能力，学生

反馈包含判断大模型输出的可信度，评估重点关注

学生在人机协同中批判性思维发展。

三体协同的高级形态是实现协同构意，这是经

过三重检验的、高质量的意义建构。它通过引入

教师的专业判断和元认知指导，提升双体协作产出

的可信度与教育价值。这种结构也对教育权力进

行重构，教师从知识权威转向价值引导、学习设计

和质量保障，以符合现代教育理念。

 （二）师—生—机三体交互心设模型的构建

师—生—机三元交互机制揭示了智能化教育

环境中多主体协同的动态过程。实现深层次的认

知融合与可信产出，还需要探讨内在的认知结构基

础，即构建“师—生—机三体交互心设模型”。其

核心在于将“可信度”作为共享心设模型的核心

维度，使学生、教师和人工智能系统能针对“什么

是可靠的知识”“如何评估知识的可靠性”形成共

同的理解与期望（余胜泉，2025）。
本研究基于胡艺龄等（2024）提出的人机协作

共享心设模型，结合教育场景的特殊性，构建师—
生—机三体交互心设模型（见图 4）。该模型引入

“扩展思维”作为连接不同主体认知状态的桥梁

与共享心智媒介，并强调扩展思维载体在记录和呈

现推理过程、证据来源中的作用，从而为可信度评

 

技术发展

经济环境

社
会
文
化

教
育
政
策

算力提升

算法迭代

家庭教育

知识
建构

同伴学习
社会实践

大模型

生 师

数据资源

自我发展

教学
相长

资源平台

同伴协作

协同
知识把关

赋
能审

核

协
作

探
究 启

发 验
证

自适应共生

评估

反馈

引导

图 3    师—生—机三元交互机制
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估提供了基础（Clark et al.，1998）。
扩展思维认为，认知活动不仅发生在大脑内部，

还通过外部载体（如笔记、图表、数字工具等）得以

延伸和增强。在三体协同学习中，学生的课堂笔记、

教师的板书设计、人工智能生成的思维导图及附

带的置信度标记和溯源链接等，都是扩展思维的具

体体现。它们不仅是认知的外化，更是验证认知轨

迹的证据与共享理解的基石。

该模型包含三个层次，可信度机制贯穿始终。

1）物理层：记录可观测的行为轨迹，如学生的

提问策略（反映其信息鉴别意识）、大模型提供的

证据链接、教师的审核批注等。这些数据是评估

协同过程可靠性的基础。

2）心理层：代表各主体的内在认知状态，包括

学生对可信度标准的理解、教师对学科知识可靠

性的判断、人工智能系统对生成内容置信度的计

算表征。促进这三方心理模型可信度的对齐，是减

少误解和提升协作效率的关键（余胜泉，2025）。
3）共享层：它通过扩展思维机制形成的共识空

间，尤其是对“协同产出质量标准的共享理解”，

如什么样的证据是充分的，什么样的推理是合理的。

共享“质量观”是协同构意可信的根本保障。

通过扩展思维的共享机制，学生、教师与智能

体三方可以围绕具体学习任务形成共享的心设模

型，该模型包含对知识可靠性的共同关注和检验流

程，不仅有利于增强人机团队的认知一致性和协同

效率，还可提升协同产出的可信度和可接受度，为

高质量的人智协同提供认知基础。

 （三）模型价值与过渡：从理论建构到实践指引

师—生—机三体交互心设模型为实现高质量、

可信的人机协同教育提供了认知框架。该模型将

智能体视为“扩展思维”驱动的共生认知单元，在

理论层面解决了人机协作的“认知兼容性”难题。

此外，它通过结构化的方式，将可信度检验与知识

审查机制内嵌于协同认知过程，而非将其视为外部

附加的、事后的活动。

其理论价值体现在三方面：首先，通过物理模

型—心理模型—共享空间的三层架构，刻画了外显

行为、内在认知与集体共识之间的转化路径，展现

可信判断从个体内在认知到群体外显共识的形成

过程；其次，确立了“扩展思维”的核心地位，指明

外部媒介既是认知产物，又是验证环节，为设计自

检型学习活动提供了依据（Clark et al.，1998）；最后，

揭示了共享心智的动态演进特性，及其对持续互动

与形成性评价的依赖。

因此，该模型不仅提供了解释框架，也为教育
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实践提供了设计原则。高效、可靠协同的关键在

于促进三个主体心设模型的有效对齐与深度互动，

共同致力于构建高质量、可信成果的协作环境。

基于此，本研究的理论构建工作为迈向教育实践奠

定了基础，接下来将深入分析如何将“双体思维”

“三体协同”“心设模型”及内嵌的可信度保障机

制等理论构想，转化为可行的教育实践路径，并审

视其可能引发的模式重构与伦理挑战。

 四、实践展望

理论价值实现的关键在于向教育实践的有效

转化。下文从实践路径、模式重构、伦理风险和价

值坚守四个维度，系统展望人机协同运思模式的应

用前景与实施关键，并特别关注如何在各实践环节

落实可信度检验与知识把关机制。

 （一）路径探索：从双体到三体协同的实践机制

理论创新向实践转化的关键在于构建清晰的

实施路径。基于双体思维、三体协同与心设模型

的递进关系，教育实践应遵循“由简到繁、由点到

面”的渐进式发展路径，并在各阶段嵌入可信度检

验机制与评估能力培养。

初级阶段以双体协同能力与基础验证技能培

养为核心。这一阶段旨在培养师生与人工智能系

统有效互动的能力，和对人工智能输出的批判性审

视习惯。实践举措包括：开展涵盖提示工程、信息

溯源、交叉验证、人工智能错误识别等人工智能素

养培训；组织教师开展人机协同教学设计研修，学

习设计包含事实核查、逻辑一致性检查等学习任

务。人工智能在其中扮演智能助手角色，其输出提

供不确定性指示，支持用户的初步判断。例如，在

高中历史课“文艺复兴原因探究”任务中，学生要

求提供原因分析时，大模型的回答能主动附上主要

基于标准教材内容的提示；学生则被要求至少查阅

一条大模型提及的历史文献名称，以完成初步的溯

源验证。达标标准为：学生能识别人工智能输出的

明显矛盾并进行简单溯源验证；教师能设计包含“必

查项”的学习任务单。双轨评估机制可用于检验

师生初级阶段能力的达成程度，即通过验证行为的

证据记录评估实际操作能力，通过反思报告评估批

判思维水平。

中级阶段重点推进三体协同模式落地与过程

性审核。教育实践转向师—生—机三元协同场景，

突出教师的审核与指导作用。其典型应用包括：开

展“人工智能助研式”探究学习，教师制定明确的

过程检查点，审阅学生与人工智能对话日志，指导

学生修正探究方向并验证关键信息；实施“双师课

堂”模式，人工智能负责知识讲解，教师对讲解内

容的准确性展开课前审核。例如，在“设计减少校

园碳足迹方案”时，教师设定检查点，审阅学生与

人工智能的对话日志，关注学生是否对人工智能提

出的“安装太阳能板”建议进行了成本与日照时

长的交叉验证，并对学生的验证策略给予精准反馈。

此阶段的核心是建立三方协同机制，并将教师的审

核职责制度化、常态化。达标标准为：学生能对复

杂论述进行多源信息交叉验证并质疑人工智能的

推理漏洞；教师能通过分析人机对话日志，对学生

的验证策略给予精准反馈。这一阶段需建立双向

评估机制以保障能力标准落地：通过对话日志分析

检验教师的反馈精准度，通过验证方案任务考查学

生的批判性信息辨别能力，从而形成支撑三体协同

的动态监测与改进体系。

高级阶段致力于心设模型的深度融合与自动

化验证工具的应用。教育实践追求认知层面的深

度融合，利用技术工具提升验证效率。实施路径包

括：建设智能学习空间，通过采集多模态数据追踪

物理层的表现，集成自动化的事实核查应用程序编

程接口（Application  Programming  Interface，API）或

一致性检测算法，为心设模型优化提供实时数据支

持；开发高级认知可视化工具，展示推理路径并高

亮显示争议或低置信度环节。例如，在哲学课中，

学生使用“论证图谱”工具可视化人工智能关于

“自由与平等关系”的推理路径，工具自动高亮其

中基于“功利主义”伦理模型的前提假设，提示学

生审视其局限并引入“罗尔斯正义论”视角展开

批判性对话。此阶段的目标是实现认知共生，并将

可信度检验部分自动化、智能化，减轻师生认知负

荷（乐惠骁等，2022）。学生能形成个性化的、严谨

的信息验证习惯，能评估不同验证工具的局限性；

教师能设计培养元验证能力的项目式学习。

这一路径的实施需要相应的支持。技术层面

需要开发符合教育需求的人工智能工具，特别是提

高大模型的意图理解、情感计算和可信度量化输
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出等能力。教育机构需要构建系统的培训体系，帮

助教师完成从知识传授者到学习设计师、认知导

航员和质量审核员的角色转变。利益相关者需要

调整教学管理与评价方式，为创新实践提供足够的

空间与支持。

 （二）模式重构：运思协同下的教学实践新形态

人机协同运思模式的深入应用将推动教学实

践根本性重构，这包括质量保障范式的转变：从依

赖教师的最终评判，转向贯穿学习全过程的、多主

体参与的、技术赋能的分布式可信度治理。

 1. 教学逻辑：从知识传递到协商构意与协同

验证

传统教学遵循“知识传递”的线性逻辑，知识

的正确性由教材和教师保证。在人机协同模式下，

教学变为“协商构意”的循环过程，知识的可靠性

通过“协同验证”来保障，具体表现为：教学目标

增加“培养信息鉴别与知识验证能力”；教学过程

强调“生成—质疑—验证—修正”的迭代循环；教

学评价不仅关注最终成果，更重视学生在协同验证

过程中表现出的批判性思维水平和所采用的验证

策略的有效性。这种教学要求教师具备更强的教

学设计能力，包括创设富有张力的探究情境，引导

协商过程走向深度认知，并设计能自然引发验证行

为的驱动性问题。

 2. 师生角色：从单向权威到多维赋能与质量

共治

人机协同环境下学生、教师和人工智能的角

色发生了变化。学生从知识接受者变为学习成果

质量的第一责任人，需发展自主验证能力。教师从

知识的裁决者变为质量标准制定者、验证过程引

导者和验证工具支持者。人工智能成为提供初步

证据、辅助逻辑推理并报告自身不确定性的协作

验证伙伴。这种角色转变推动构建质量共治的治

理结构，每个主体都对最终输出负有责任。

 3. 课堂形态：从统一授受到个性化认知发展与

自适应验证支持

人机协同使真正意义的个性化学习成为可能，

也意味着质量验证需要个性化适配。人工智能系

统通过实时追踪学生的认知轨迹与验证行为，提供

个性化验证提示，推荐适合其认知水平的验证资源。

教师基于人工智能提供的学情分析，对不同学生验

证环节遇到的困难提供个性化指导。其典型场景

是“人工智能个性化辅导+教师深度引导”组合。

这种课堂实现了验证支持的自适应化，使学生能获

得适合自身认知发展需求的验证支架与学习体验，

促进其个性化发展。

 （三）伦理风险：人机协同教育的边界与约束

随着人机协同的深入，尤其是当验证责任被分

布式地赋予多个主体时，我们必须警惕其可能带来

的新型伦理风险，并建立边界约束。

首先，认知依赖与验证惰性风险值得警惕。这

表现为学生可能过度依赖人工智能的内置置信度

或教师的最终审核，削弱自身深入验证的主动性。

这就需要界定各主体的验证责任边界，设计必须由

学生独立完成的验证环节，并在评估体系中加大验

证过程的权重，奖励批判性探究而非仅关注最终答

案的正确性。

其次，算法偏见与验证盲区形成系统性风险。

当人工智能工具被用于辅助验证时，其训练数据的

局限性、算法设计的价值取向可能导致验证过程

忽视某些视角、群体或知识来源。这就要求建立

验证工具的元验证机制，定期评估其公平性、覆盖

范围与潜在偏见，鼓励使用多元验证工具和方法。

再次，数据隐私与验证追踪之间存在矛盾。验

证过程常涉及大量敏感的学习行为数据。这就要

求建立严格的数据伦理规范，确保数据安全与隐私

保护，明确数据用途和所有权。

最后，责任模糊与问责困境在分布式验证体系

中尤为明显。当师生机三方共同参与知识建构与

验证时，一旦出现知识性错误，责任归属就可能变

得模糊不清。教师可能辩称“人工智能提供了置

信度评分”，学生可能认为“经过教师审核”，人

工智能系统设计者可能强调“已明示不确定性”。

这种责任模糊不仅影响问责，更可能削弱各方的责

任意识，这就需要建立分层级的验证责任框架：人

工智能负责提供可验证的线索并明示不确定性；学

生承担主体验证责任，即探究所学知识的真实性；

教师承担最终的教育责任，负责监督验证流程的有

效性，并审核关键知识节点。这种责任划分应嵌入

教学设计，通过师生契约、教学规范等让所有参与

者明晰职责（Shneiderman，2022），从而建立权责对

等的质量保障机制。
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 （四）回归本质：人机协同中的教育价值坚守

在人机协同教育中，尤其是当技术为验证提供

支持时，教育者必须始终清醒认识到：技术是手段

而非目的，批判性思维与求真精神的培养才是教育

的核心价值；切不可因为有高效的验证工具，就忽

视对学生独立判断能力和科学精神的培养。

教师的不可替代性在于其对学生的价值引导

及高阶思维和元验证能力的培养。教师需引导学

生思考元认知问题，如为何选择这些验证标准及验

证工具本身是否可靠。人工智能无法替代教师与

学生之间的情感互动、智慧启迪和人格塑造。

学生主体性体现在其作为积极的求知者和验

证者。教育应确保学生始终是验证活动的主动发

起者和执行者，技术只是其能力的延伸。真正的素

养体现在没有技术工具辅助时，依然有质疑和求证

的意识与能力。人机协同应致力于增强而非替代

学生的自主性。

健康的教育生态需要技术理性与人文精神的

和谐统一。健康的人机协同教育生态应是技术赋

能的高效验证与人文关怀的谨慎求索并存、兼顾

对客观真理的追求与对多元视角的包容性验证、

创新活力与传统价值保持对话的动态平衡系统（祝

智庭等，2023）。展望未来，人机协同运思模式的成

功实践关键在于把握“技术赋能”与“教育坚守”

的辩证关系。只有充分发挥技术优势，并始终保持

对教育本质的清醒认识，才能构建既有智能效率又

有人文温度的未来教育图景。

 五、迈向“思想本位”的新范式

智能时代的技术跃迁为教育实践重构提供了

全新契机。本文基于完形心理学与言语行为理论，

构建“三阶段运思—双体 /三体协同—心设模型”

框架，为理解与优化人机协同提供认知视角，有利

于破解“黑箱”难题，增强交互的引导性与可信度。

本文提出的协同框架在实践中仍面临深层的、

结构性挑战：人智协同知识作品的评价范式危机。

在传统学术训练中，文献引用是构建论证可信度的

基石。然而，当人工智能作为协作者参与思想构建

时，其产出的知识往往是对海量信息融合、推理后

的“涌现”结果，难以追溯至“源文献”。

这意味着亟需一场评价范式的革命：从看重“你

说的话是谁说的”（引用权威），转向审视“你为什

么会这么说”（推理过程）。评价的核心必须从“信

源”转向“信过程”。未来的教育实践与研究必

须直面以下问题：

1）如何为人工智能的推理建立“思想锚点”？

当无法引用文献时，能否要求人工智能明确其结论

所依据的底层公理、理论模型或逻辑规则？

2）如何设计“三元互证”的评估流程？学生、

教师、人工智能三者之间需建立怎样的对话机制，

交叉验证思想产出的合理性与创新性？

3）如何培养师生“思维质量”评估素养？这

要求师生从知识的接收者与评判者，转为思维过程

的审视者与引导者。

这警示我们，若不能革新评价体系，人智协同

很可能在热闹的技术应用中陷入思想质量失控的

困境。本文理论建构工作的意义恰恰在于为探索

面向未来的“思想本位”评价新路径奠定基石。

构建“思想本位”的可信度判据，将是决定人智协

同能否从工具性辅助走向思想创新的分水岭。

展望未来，学术共同体面临双重任务，包括：在

技术层面继续深化人机协同机制研究，在理论与范

式层面勇于发起一场评价革命。未来的研究必须

致力于将“思想锚点”“三元互证”“思维质量”

这些关键概念，转化为可操作的判断依据与可行的

实践。这包括：探索要求人工智能为其论断明确标

注所依据的“底层公理”或“理论模型”，以此建

立“思想锚点”；设计“三元对话日志”分析框架，

用于评估学生—教师—人工智能的质疑与回应质

量；开发基于“思维流图”的评价工具，使思维过

程本身成为评估对象。唯有成功构建这一新的评

价范式，才能确保人机协同这艘航船，最终抵达真

正启迪智慧、创造思想的彼岸。
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The Explainability of Large Language Models' Operational
Thinking Patterns: The Construction of a Mental Model
Integrating Gestalt Metaphor and Speech Act Theory

ZHU Zhiting1，WU Huina2，XU Jun2 & WU Yonghe2

（1. School of Open Learning and Education, East China Normal University, Shanghai 200062,
China； 2. Department of Educational Information Technology, East China Normal University,

Shanghai 200062, China）

Abstract: As  generative  artificial  intelligence  infuses  in  education, the “ black-box”  of  large
language models (LLMs) and the uncertainty  of  their  outputs  have emerged as critical  barriers  to  the
effective  human–AI  collaboration.  While  existing  research  primarily  addresses  macro-level  outcomes,
the  micro-level  mechanisms  of  language  generation  and  credibility  assurance  remain  inadequately
explored.  Grounded in  shared mental  model  theory, this  study integrates  Gestalt  principles  of  holistic
cognition and Searle’s speech act theory to construct a user-oriented interpretive framework for LLM-
generated  language  behaviors.  The  framework  embeds  credibility  verification  mechanisms—including
source  tracing, logical  self-checking, and  multimodal  validation—in  the  model’s  triadic  generative
process of comprehending, interpreting, and constructing meaning. It reveals how cognitive processing
and  quality  control  co-regulate  the  transformation  from  semantic  perception  to  communicative
generation.  The  study  proposes  a  co-evolutionary  pathway  from the  dyadic  cognition (user–model) to
the  triadic  cognition (user–model–teacher), and establishes  a  teacher–student–machine  shared mental
model that links external actions with internal cognition through extended cognition. This model fosters
shared  understanding  and  validation  among  multiple  agents, enhancing  users’ ability  to  interpret,
guide, and  trust  model  outputs.  Ultimately, the  study  provides  a  novel  cognitive  perspective  for
demystifying  the  LLM “ black-box,”  offers  systematic  theoretical  framework, and  presents  design
implications for building trustworthy, efficient, and responsible human–AI collaboration in educational
contexts.

Key  words:  LLM  operational  thinking  patterns； explainability； Gestalt  psychology； speech  act
theory； teacher-student-machine  interaction； shared  mental  model； credibility  verification； human-AI
collaboration
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